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FOUR 
THINGS

1. History, evolution, and future prospects

2. Large language model limitations

3. Controversies in academic publishing

4. Recommendations for academic publishing



HISTORY & 
EVOLUTION

GPT, GPT2, GPT3

General principle: 

• Feed an AI an enormous 

corpus of text (most of the 

text available online)

• Using machine learning 

techniques, get it to write 

algorithms to identify 

patterns in training data 

and work out which word(s) 

are most likely to follow 

from an existing set of 

words; repeat each time a 

word is generated

I went out to walk my…

Dog? Bicycle? Toddler?

I went out to walk my 
dog…

Dog?

… and returned home without 
incident… 

… but it started to rain heavily…

… and noticed a gathering of 
people in the park…



ABILITIES

CHATGPT (GPT3.5/GPT4)

• Chatbot interface

• Used reinforcement learning from human feedback to make 

outputs more consistent, reduce obvious forms of ‘bias’, get 

the model to demur from certain kinds of requests (sexual 

content, dangerous content), etc.

• Outputs more consistent

• Outputs arguably less interesting



HISTORY & 
EVOLUTION

FINE-TUNING

• Can result in outputs that are more aligned to a specific 

style/set of conventions – and hence better-tailored to the 

user ’s goals



HISTORY & 
EVOLUTION

(Much) better at 

applied 

philosophical 

argument and 

writing style 

than base 

models



THE FUTURE

Progress rapid and unpredictable. Current limitations might soon 

be overcome.

• Wilbur Wright, 1901: At least 50 years until heavier -than-air 

flight possible

OPENAI’S MODELS

OpenAI not only game 

in town…

OTHER DEVELOPERS

https://www.semianalysis.com/p/google-we-have-no-moat-and-neither



PART 2:
LIMITATIONS



BIAS

Sheng, E., Chang, K. W., Natarajan, P., & Peng, N. (2019). The woman worked as a 
babysitter: On biases in language generation. arXiv preprint arXiv:1909.01326.



BIAS



BIAS



CHATGPT (GPT3.5/GPT4)

Continued ‘hallucinations’ – sometimes hard to detect

• Steven Schwartz controversy: lawyer used ChatGPT, then cited six 

nonexistent cases

• My students: used ChatGPT to summarise papers, details of which 

are completely wrong

• Bad at ASCII art and many other things (but rates itself highly)

LIMITATIONS



From aiweirdness.com

LIMITATIONS





My conceptualization of the problem: large language models 

cannot help but produce bullshit.

Harry Frankfurt: “When an honest man speaks, he says only what he 

believes to be true; and for the liar, it is correspondingly 

indispensable that he considers his statements to be false. For the 

bullshitter, however, all these bets are off: he is neither on the side of 

the true nor on the side of the false. His eye is not on the facts at all, 

as the eyes of the honest man and of the liar are, except insofar as 

they may be pertinent to his interest in getting away with what he 

says. He does not care whether the things he says describe reality 

correctly. He just picks them out, or makes them up, to suit his 

purpose.”

• Note: key motivator for bullshitters is to appear a certain way. 

LLM’s ‘want’ to appear that they know what they are talking about.

LIMITATIONS



PART 3:
CONTROVERSIES IN 

ACADEMIC 
PUBLISHING



CO-AUTHORSHIP?

CONTROVERSY

• Some papers published w/ 

Chat-GPT as co-author

• Ide, Hawke & Nakayama 

(2023): Chat-GPT cannot 

meet all criteria for 

authorship

• International Committee of 

Medical Journal Editors 

concurs

• Many publishers now 

prohibit Chat-GPT 

‘authorship’



Implicit assumption: this is 
a bad thing

GUIDELINES FOR USE



GUIDELINES

Approach Example

No restriction De facto approach of many 
journals (unless and until 
guidelines updated.)

Require disclosure of use JAMA Network & Nature 
journals

Require disclosure of us and 
nature of use

PLOS ONE – detail which tool(s) 
used, in what ways, and how 
generated information was 
validated

Prohibit Science family of journals: not 
permitted to use AI-generated 
text



GUIDELINES

Which approach should 
publishers, journal edits, etc. 

take?

Which approach should we 
take when the journals we 

publish in lack specific 
policies/guidelines?



PART 4:
RECOMMENDATIONS



DETERMINING APPROPRIATE GUIDELINES

ONE APPROACH

Yes: you don’t 
deserve credit for 

copy-pasted 
output

No: you’re not 
appropriating any 

(real) agent’s 
writings

• Draw analogies with other practices (that we already know 

how to respond to)

• Seeming analogy: (replication) plagiarism

• Is use of Chat-GPT a form of plagiarism? Is it morally akin 

to it?



My approach* (forthcoming in International 
Journal of Applied Philosophy):
• Publication norms & requirements should be 

aligned with goals of academia
• Main goal = to produce useful knowledge

*inspired by James S. Taylor’s work on publication ethics

DETERMINING APPROPRIATE GUIDELINES



Does (replication) plagiarism serve the goal of 
producing useful knowledge?
• Good: can bring ‘lost’ ideas to light
• Bad: introduces inefficiencies in scholarly 

research
• Extracts ideas from their existing critical 

context
• Extracts ideas from body of work that they 

belong to
• Bad: leads to mis-allocation of academic influence 

and prestige 

DETERMINING APPROPRIATE GUIDELINES



Does (replication) plagiarism serve the goal of 
producing useful knowledge?
• Good: can bring ‘lost’ ideas to light
• Bad: introduces inefficiencies in scholarly 

research
• Extracts ideas from their existing critical 

context
• Extracts ideas from body of work that they 

belong to
• Bad: leads to mis-allocation of academic 

influence and prestige 

DETERMINING APPROPRIATE GUIDELINES

Does not apply to LLM’s



Does LLM use serve the goal of producing useful 
knowledge?
• Careful use: yes. 

• Can introduce (genuinely valuable) new ideas.
• Can make academic work more efficient. 
• Can aid in clear communication.

• Other uses: no…

DETERMINING APPROPRIATE GUIDELINES



RISKS

BULLSHIT

• Inaccurate information

• Shonky arguments

• Inaccurate summaries

• Inappropriate citations

• Made-up citations

Exegetical errors can derail 

academic debates (see: 

Taylor ’s Markets with Limits)



WHAT IS APPROPRIATE?

Good: idea generation, idea interrogation, rote writing tasks, 

drafting, even producing arguments/ideas of entire arguments

Bad: 

• Wholesale adoption of output without interrogation (recall: AI 

output is bullshit)

• Surely nobody does this?

INDIVIDUAL CHOICES





WHAT IS APPROPRIATE?

Good: idea generation, idea interrogation, rote writing tasks, 

drafting, even producing arguments/ideas of entire arguments

Bad: 

• Use to pepper one’s work with citations (note: some currently 

recommend this)

• Can look right, but can impede future research

• Use akin to ‘bypass plagiarism’ – summarise work one hasn’t 

read (carefully)

• Can introduce inaccuracies into scholarly record

• Can impede future research

INDIVIDUAL CHOICES



WHAT IS APPROPRIATE?

Uses that promote the goals of academia should neither be blocked 

(through prohibitions on using AI output) nor, ideally, discouraged 

(through disclosure requirements)

Careless uses should be protected against…

• Shonky arguments

• Biased arguments

• Misrepresentation of others’ work

• Citation of sources not actually consulted

JOURNAL POLICIES



WHAT IS APPROPRIATE?

Uses that promote the goals of academia should neither be blocked 

(through prohibitions on using AI output) nor, ideally, discouraged 

(through disclosure requirements)

Careless uses should be protected against…

… but it ’s not clear to me that these problems are unique to AI, nor 

that they need an AI-specific solution

JOURNAL POLICIES



DIFFERENT CONCLUSIONS POSSIBLE FOR 
DIFFERENT CONTEXTS

Student essays: does 
interfere with goals (of 
assessing knowledge, 

learning, thinking, etc.)

Journal articles: does 
not (inherently) 

interfere with goal (of 
producing useful 

knowledge)



THANK YOU
HERE IS A THING THAT CHATGPT HAS WRITTEN

(AFTER I ENCOURAGED IT TO MAKE EVERYTHING I SAY 
MORE VERBOSE)


