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Ethical challenges in the use of AI in healthcare

Should you be excited or concerned if your doctor uses AI tools 
when providing your healthcare?



Preparation?





Artificial Intelligence - Intro

Computer software that mimics aspects of human intelligence.

Term was conceived in Oxford in 1957



Artificial Intelligence - Types
Narrow Intelligence
Specific tasks.

Generate a hospital discharge summary
Recognising diabetic eye complications 
Look for tumours on an MRI Scan
Faster / better

General Intelligence
Many tasks 

human-like intelligence: learn and adapt to new situations, 
think abstractly, reason, and solve problems.

Superintelligence

surpasses human intelligence, enabling it to solve complex 
problems, create new technology, and make decisions beyond the 
scope of human understanding



Artificial Intelligence - Types
Analytic
Interpreting a CT
Predicting a patient is becoming septic
Recognise genetic syndromes
Detecting skin cancer

Generative
Text - ChatGPT writing a medical letter

Images -



Artificial Intelligence – training - concepts
Rule based algorithms/Symbolic/GOFAI

Supervised learning

(how??)



Artificial Intelligence - training
Unsupervised learning

Semi-supervised / reinforcement learning 



Artificial Intelligence – training - medical
Rule based algorithms/Symbolic/GOFAI
Program an algorithm based on a few variables to predict sepsis
Temperature, Heart rate, blood pressure, CRP, WCC, Lactate 

Supervised learning
Feed in Electronic Health Record and lab data from 100,000 patients
Label who had sepsis as a final diagnosis
AI learns to predict based on data (?? Which)



Let’s Chat!

Chat Generative Pre-Trained Transformer

Engage in text-based interactions simulating a conversation with a human.

ChatGPT-3 released Nov 2022: 1 million users in 5 days 
     100 million by Jan 2023











“Wow!. So, it’s like Google on steroids -
pulls out information from all the sources, 
collates and summarises them for you.”



The sources!
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Ambient  Clinical Intelligence



Reactions to AI

A panacea for 
every problem

Doomsday predictions. 
The end of humanity!



Principles Some potential problems

Beneficence Likely transformative potential: in quality, experience, access, efficiency, cost.

Nonmaleficence Risks of harm to:
• Patients
• Clinicians
• Society
• The environment

Hacking risk

Autonomy Patients: Transparency, informed consent

Clinicians:  
• understanding (black box effect), 
• over-reliance, 
• accountability, indemnity, 
• job-displacement.

Justice Inequity of access (widening disparities)
Bias from training data (unrepresentative, stereotyping)

Confidentiality Risks of privacy breaches – direct and through addition to training data sets

Regulation What? How? Who?
Hospitals/Governments (eg via TGA) /Insurers/AMA/International
Pace of development.
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The Doctor 1891 Luke Fildes
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